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Abstract:

Data-driven techniques based on machine learning algorithms are becoming popular in hydrological modelling, in particular
for forecasting. Artificial neural networks (ANNs) are often the first choice. The so-called instance-based learning (IBL) has
received relatively little attention, and the present paper explores the applicability of these methods in the field of hydrological
forecasting. Their performance is compared with that of ANNs, M5 model trees and conceptual hydrological models. Four
short-term flow forecasting problems were solved for two catchments. Results showed that the IBL methods often produce
better results than ANNs and M5 model trees, especially if used with the Gaussian kernel function. The study showed that IBL
is an effective data-driven method that can be successfully used in hydrological forecasting. Copyright  2007 John Wiley &
Sons, Ltd.
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INTRODUCTION

In the context of flood management, the accurate forecast-
ing of precipitation, runoff, water stages, etc. are of major
focus in hydrological modelling. Modelling techniques
can be classified into two large groups: (1) methods
based on the detailed description of the physical pro-
cesses, often referred to as process, physically-based,
or simulation modelling (further divided into the more
detailed physically-based, and simpler conceptual mod-
els) (Sugawara, 1995; Refsgaard, 1996), and statistical
and data driven approaches, where a model is built on
the basis of historical data (Becker and Kundzewicz,
1987; Solomatine, 2005). An approach where these two
approaches are combined can be referred to as hybrid
modelling (see, e.g. Solomatine and Price, 2004).

Both physically based and conceptual models need
information about the parameters, some of which cannot
be measured. Due to this constraint, the data-driven
modelling is becoming more and more popular. The
adequacy and the value of a data-driven model (DDM)
depends on how well a modeller understands the essence
of the physical processes being modelled. In the context
of rainfall–runoff modelling, DDMs are typically based
on the historical records about the relevant input (e.g.
rainfall and temperature) and output (e.g. flow) variables,
and they make a limited number of assumptions about
the details of the processes transforming the rainfall into
runoff.
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Among the various types of DDMs, an artificial neu-
ral network (ANN) is the most popular one—see e.g.
Hsu et al. (1995); Minns and Hall (1996); Dibike and
Solomatine (1999, 2001); Abrahart and See (2000);
Maier and Dandy (2000); Dawson and Wilby (2001);
Govindaraju and Rao (2000); Cigizoglu (2003). Along
with ANN, other numerical prediction (regression) meth-
ods are used as well: Solomatine and Dulal (2003) applied
the so-called M5 model trees (MTs); Bray and Han
(2004) used support vector machines; Solomatine and
Xue (2004) used the modular models (committees) com-
prised of ANNs and M5 model trees.

ANNs or other numerical prediction models that recon-
struct complex non-linear dependencies are typically
more accurate than other empirical models (e.g. ARIMA
or linear regression models) but suffer from a problem
of being encapsulated in software codes and therefore
not transparent enough, which is an issue during their
acceptance by the end-users.

One of the techniques in machine learning that has
a potential to resolve the issue of non-transparency is
instance-based learning (IBL) when prediction is made
on the basis of combining historical example (instances)
that are in some way close to the new vector of inputs.
In the hydrological literature one can find quite a limited
number of references to this class of methods. Practi-
cally all of them refer to one method—the k-nearest
neighbour (k-NN) method. Karlsson and Yakowitz (1987)
were probably the first to use this method in hydrology,
focussing, however only on (single-variate) time series
forecasts. Given time series fxtg, t D 1, . . ., n, they gener-
ated d-dimensional vectors xd�t� D fxt, xt�1, . . . , xt�dC1g
(for t D d, . . ., n � 1) and based the prediction of xTC1
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on averaging the values xtC1 that corresponded to the
k vectors in this d-dimensional space that are close to
xd�T� (Interestingly, their approach has an intuitive rela-
tion to the single-variate predictors based on non-linear
dynamics and chaos theory, which however provides a
much more solid foundation for this type of prediction).
Galeati (1990) demonstrated the applicability of the k-NN
method (with the vectors composed of the lagged rain-
fall and flow values) for daily discharge forecasting and it
compared favourably to the ARX statistical model. Sham-
seldin and O’Connor (1996) used the k-NN method in
adjusting the parameters of the linear perturbation model
for river flow forecasting. Toth et al. (2000) compared the
k-NN approach to other time series prediction methods
in a problem of short-term rainfall forecasting.

In the present paper IBL is considered in a wider con-
text of machine learning, several methods are explored,
their applicability in short-term hydrological forecasting
is tested and their performance is compared to other meth-
ods on the two case studies. Since M5 model trees are
used in comparison and since they are not yet widely
known in the hydrological community, this machine
learning method will be introduced as well.

DATA-DRIVEN (MACHINE LEARNING) MODELS

In this paper using a DDM the following model will be
understood:

y D f�X� �1�

where f D machine learning (e.g. ANN) or statistical
(e.g. linear regression) model which internal parameters
are found by calibration (i.e. training, or optimization);
y D scalar (typically, real-valued) output; X 2 Rn (n-
dimensional real-valued input vector). Calibration (train-
ing) is done on a set T of instances (examples) for which
both input and output values are known. When the model
is trained, it can be used to predict the output value y
(also called target value) for a new (unseen) input vec-
tor Xq. The model is tested (verified) by feeding the set
V of the input vectors (verification data set) that do not
belong to T and for which the output measured values
are known as well. The predicted output values are com-
pared to the measured ones, some error functions, e.g.
root mean square error (RMSE) and/or volumetric fit,
are calculated, and these values serve as the indicators of
the model performance. Some considerations on how to
build sets T and V are given in the section covering case
studies.

For an example of a DDM that can be used for
hydrological forecasting, it is possible to turn to the paper
by Solomatine and Dulal (2003) where several machine
learning models were built to predict the river flows QtCH

several hours ahead (prediction horizon H D 1, 3 or 6):

QtCH D f�REt��r , Qt��q� �2�

where REt��r D previous values of rainfall, Qt��q D
previous (lagged) values of flow; �r 2 [0, 5] hours, �q 2

[0, 2] hours; (see also Equations (9) and (10)). The values
of lags �r for rainfall and �q for flow are based on
the hydrological analysis of the catchment, and on the
analysis of correlation and average mutual information
between inputs and outputs (for �r) or autocorrelation
of flow (for �q). In the notation of the model in
Equation (1) dimension n of the input vector X is equal
to the total number of the lagged vector of rainfall and
lagged vector of flow values used as inputs. For example,
for the prediction horizon H D 3 (see Equation (10))
vector X D fREt, REt�1, REt�2, REt�3, Qt�1, Qtg, so n D
6. The training set T is composed of all the past records of
the properly lagged values of rainfall and flow arranged as
six-dimensional vectors, each accompanied by the value
of the measured value of flow H time steps ahead.

M5 MODEL TREES

Previous research (Solomatine and Dulal, 2003; Soloma-
tine and Xue, 2004) found that the so-called model tree
built by the M5 algorithm of Quinlan (1992) can be an
effective tool for hydrological modelling. The essence of
this method is in splitting the training data into subsets
(and accordingly splitting the input space into regions),
and building separate regression models for each of them.
During the model operation, the input vector is attributed
to one of the regions, the corresponding specialized
model is run. The training set is split progressively, and
the result is a hierarchy, a binary tree, with the splitting
rules in non-terminal nodes and the models in leaves.
Each such model is a linear regression model, however
the overall modular model is piece-wise linear and hence
non-linear. One can find a clear analogy between MTs
and a combination of linear models used in dynamic
hydrology already in the 1970s—a notable paper on mul-
tilinear models is by (Becker and Kundzewicz (1987).
The M5 model tree approach, which is based on the prin-
ciple of information theory, makes it possible, however,
to partition the multi-dimensional parameter space and
to generate the optimal models automatically according
to an overall quality criterion; it also allows for vary-
ing the number of models. The optimised versions of the
M5 algorithm were recently proposed by Solomatine and
Siek (2006).

INSTANCE-BASED LEARNING (IBL)

Many machine learning methods following the so-called
“eager learning” approach, construct a general explicit
description of the target function when training examples
are provided. In contrast, IBL referred to as “lazy
learning” simply stores the presented training data and
when a new input vector is presented, a set of similar
related instances is retrieved from memory and their
corresponding outputs are used to predict the output
for the new query vector (instance). IBL algorithms
are derived from the nearest neighbour pattern classifier
(Cover and Hart, 1967; Aha et al., 1991; Mitchell, 1997).
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IBL methods, in fact, construct a local approximation
to the modelled function as shown in Equation (1) that
applies in the neighbourhood of the new query instance
encountered, and never construct an approximation
designed to perform well over the entire instance space.
Thus it describes the very complex target function as a
collection of less complex local approximations. It often
gives competitive performance when compared with
more modern methods such as decision trees and ANNs
(Mitchell, 1997). Note that function f in Equation (1) is,
in fact, never explicitly built.

IBL algorithms have several advantages: they are
quite simple but robust learning algorithms, can tolerate
noise and irrelevant attributes, and can represent both
probabilistic and overlapping concepts and naturally
exploit inter-attribute relationships (Aha et al., 1991).
However, for classification of each new instance when
the training set is large, IBL can be quite time-consuming
requiring order of jTj ð n attribute examinations, where
T is the training set and n is the number of attributes
used to describe the instances (i.e. dimension of input in
Equation (1)).

k-Nearest neighbours (k-NN)

The nearest neighbour classifier (Mitchell, 1997) is one
of the simplest and oldest methods for classification. It
classifies an unknown input vector Xq (denoted further
also as q) by choosing the class of the nearest example
X in the training set as measured by a distance metric,
typically Euclidean.

Generalization of this method is the k-NN method. For
a discrete valued target function, the estimate will just
be the most common value among k training examples
nearest to q. For real valued target functions, the estimate
is the mean value of the k-nearest neighbouring examples.
The k-NN algorithm can be improved by weighting each
of the k-neighbours Xi according to their distance to the
query point q so that the output value for q is calculated
as follows:

f�q� D
k∑

iD1

wif�Xi�/
k∑

iD1

wi �3�

where weight wi is a function of the distance d�Xq, Xi�
between Xq and Xi. Typically, the following weight
functions are used:

�a�linear : wi D 1 � d�Xq, Xi� �4�

�b�inverse : wi D �d�Xq, Xi��
�1

�c�inverse square : wi D �d�Xq, Xi��
�2

In Weka software (Witten and Frank, 2000) used in this
research the functions (a) and (b) are implemented.

Locally weighted regression (LWR)

Locally weighted regression (LWR) is inspired by the
instance-based methods for classification (Atkeson et al.,
1996). In it, the regression model is built only when the

output value for a new vector q should be predicted,
so that all learning is performed at prediction time. It
uses linear or non-linear regression to fit models locally
to particular areas of instance space in a way quite
different from M5 model trees. The training instances
are assigned weights wi according to their distance to the
query instance q and regression equations are generated
on the weighted data.

A number of distance-based weighting schemes can
be used in LWR (Scott, 1992). A common choice is to
compute the weight wi of each instance Xi according to
the inverse of their Euclidean distance d�Xi, Xq� from the
query instance q as given in Equation (4):

wi D K�d�Xq, Xi�� D �d�Xq, Xi��
�1 �5�

where K�.� is typically referred to as the kernel function.
Atkeson et al. (1996) combined Euclidean distance

with the Gaussian kernel function:

wi D K�d�Xq, Xi�� D exp��d�Xq, Xi�
2 �6�

Alternatively, instead of weighting the data directly, the
model errors for each instance used in the regression
equation are weighted to form the total error criterion
C�q� to be minimized:

C�q� D
jTj∑

iD1

L�f�Xi, ˇ�, yi�K�d�Xi, Xq�� �7�

where f�Xi, ˇ� D regression model giving an output
value estimate yi; L�yi

Ł, yi� D error function (typically
the sum of squared differences �yi

Ł � yi�2 between the
target yi

Ł and estimated yi output values); ˇ is a
vector of parameters to be identified; i D 1 . . . jTj; T D
training set.

Gasser and Muller (1979), Cleveland and Loader
(1994) and Fedorov et al. (1993) addressed the issue
of choosing weighting (kernel) functions: it should be
maximum at zero distance, and the function should decay
smoothly as the distance increases. Discontinuities in
the weighting functions lead to discontinuities in the
predictions, since training points cross the discontinuity
as the query changes.

Yet another possibility to improve the accuracy of
LWR is to use the so-called smoothing, or bandwidth
parameter that scales the distance function by dividing
it by this parameter (Scott, 1992; Cleveland and Loader,
1994). One way to choose it is to set it to the distance
to the kth nearest training instance, so that its value
becomes smaller as the volume of training data increases.
Generally, an appropriate smoothing parameter is found
using cross-validation. One can see certain analogy
between LWR and the radial-basis function ANNs.

COMBINING MODELS: COMMITTEES AND
COMPOSITE MODELS

Combination of classification or regression models often
brings improvements in accuracy (e.g. Wolpert, 1992;
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Weiss and Indurkhya, 1995; Kuncheva, 2004).
Solomatine and Price (2004) and Solomatine and Siek
(2006) distinguish between (1) modular models when
separate models are trained on different subsets of input
data, (2) committees (ensembles) of models when they
are trained on the same data set and the results are com-
bined by some “voting” scheme, and (3) complementary
(composite) models when one is used to correct errors
of another. Solomatine and Xue (2004) used the first
approach (mixtures of models) in the flow predictions
in the Huai river basin (China). In this study the third
approach is used where a M5 model tree is complemented
by an instance-based model.

One of the methods combining various models is
that of Quinlan (1993)—it combines IBL with M5
model trees with and is further referred as “composite
model”. This method is implemented in the Cubist
software (http://www.rulequest.com) and its essence is
as follows. For an unseen example q, the target value is
to be predicted. A subset of input vectors (prototypes)
fX1, X2, . . . , Xkg would first be identified as nearest
to q. In a standard IBL method the known values
ff�X1�, f�X2�, . . . , f�Xk�g would be combined to give
the predicted value of the unseen example q. In the
composite model, however, these values are adjusted
in the following way. Among such prototypes, one can
be selected, say Xi. Now some model (Quinlan (1993)
suggests M5 model tree) is used to predict target values
so that its predictions for q and Xi are fŁ�q� and
fŁ�Xi� respectively. Instead of f�Xi�, the adjusted value
f�Xi� � �fŁ�Xi� � fŁ�q�� is used in IBL predictor. Such
an approach is quite general and may involve any IBL
method and any predictive model.

CASE STUDIES

In the present study two problems of hydrological fore-
casting for Bagmati and Sieve catchments were consid-
ered.

Bagmati catchment

Bagmati catchment lies in the central part of Nepal.
It is a medium sized foothill fed river basin (see
Figure 1) with an area of about 3700 km2 (catchment
area in the hydrometric station at Pandheradobhan is
about 2900 km2). It originates from the southern slope
of Shivapuri lake (Mahabharat within Kathmandu valley)
and stretches to the plains of Terai (ending at Nepal–India
border). The catchment covers eight districts of Nepal
and is a perennial water body of Kathmandu. The
problem was posed as a short-term flow forecasting at
Pandheradobhan hydrometric station.

Time-series data of rainfall of three stations
(Kathmandu, Hariharpurgadhi and Daman) within the
basin with the daily resolution for 8 years (1988–1995)
was collected. Daily flows were recorded only from one
station so this precluded modelling the routing. In order

Figure 1. Bagmati catchment. Triangles denote the rainfall stations; the
flow is measured at the Pandheradobhan gauge station

to be able to use the results of lumped conceptual hydro-
logical modelling performed for this catchment earlier
(Shrestha, 2003) the mean rainfall was calculated using
Thiessen polygons. (It is planned in the future to extend
the modelling exercise and to include the available rain-
fall data from all stations.) On the basis of mean rain-
fall the daily evapotranspiration was computed using the
modified Penman method recommended by FAO (Allen
et al., 1998).

Analysis of the relationships between the input and
output variables was done by visual inspection and
the correlation and average mutual information analysis.
By visual inspection of several precipitation events the
maximum value of peak-to-peak time lags of rainfall
and runoff was found to be close to 1 day. The cross-
correlation analysis of the rainfall and runoff gave the
maximum correlation of 0Ð78 for 1 day lag, so this
lag was accepted as the average lag time of rainfall
(Figure 2a). This value of this lag is also consistent with
the average mutual information analysis. Autocorrelation
function of runoff drops rapidly within three time steps
(days). Based on this analysis, the forecasting model had
five input variables to predict the flow one time step
ahead:

QtC1 D f�REt�2, REt�1, REt, Qt�1, Qt� �8�

where Q represents discharge; RE effective rainfall (mean
rainfall minus evapotranspiration).

An important problem is splitting of data into training
and testing data sets. Ideally, these sets should include
approximately equal number of precipitation events, have
similar distribution of the low and high flows, or, in
other words, the input and output variables should be
statistically similar—have similar distributions, or at
least mean, variance and range. This can be achieved, e.g.
by randomization. This is a standard practice in machine
learning to increase generalization ability by ensuring that
the training and test sets are independent and identically
distributed (i.i.d.).
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Figure 2. Cross correlation and average mutual information (AMI) of rainfall with discharge, QtC1, and autocorrelation of discharge, QtC1, for
(a) Bagmati data and (b) Sieve data

However, if the results need to be compared with the
physically based model or to produce a hydrograph, a
constraint typical to hydrological studies is that the test
data should be a set of points contiguous (adjacent and
sequential) in time. This makes the generation of the
training and test sets with the similar statistical properties
not an easy task and leaves not too many choices. For the
present study the 8 years of data (2919, five-dimensional

vector instances) were split as follows: the first 919
vectors (1 January 1988 to 7 July 1990) were used as
the testing data set while the remaining data (8 July 1990
to 30 December 1995) were used for training. Table I
presents the statistical properties of the data set. Since
this split was not ideal, yet another split into training and
test sets was also made using a procedure ensuring close
statistical proximity between these sets, but not allowing

Table I. Statistical properties of stream-flow of the data sets

Data set Statistical properties Data Training Test

Bagmati original
Period day/month/year
(no. of data)—daily

03/01/1988–
30/12/1995 (2919)

08/07/1990–
30/12/1995 (2000)

03/01/1988–
07/07/1990 (919)

Average 149Ð96 159Ð6 129Ð4
Minimum 5Ð10 5Ð1 8Ð20
Maximum 5030 5030 2110
Standard deviation 271Ð12 288Ð2 228Ð9

Bagmati randomized
No. of data 2919 2000 919
Average 149Ð96 150Ð9 148Ð2
Minimum 5Ð10 5Ð1 5Ð1
Maximum 5030 5030 2470
Standard deviation 271Ð12 285Ð1 238Ð5

Sieve QtC1/Sieve QtC3

Period hour/day/month/year
(no. of data)—hourly

07 : 00/01/12/1959–
00 : 00/28/02/1960 (2154)

09 : 00/03/12/1959–
00 : 00/28/02/1960 (1854)

07 : 00/01/12/1959–
18 : 00/13/12/1959 (300)

Average 54Ð9 53Ð1 66Ð8/66Ð5
Minimum 10Ð7 10Ð7 17Ð6/13Ð7
Maximum 752Ð6 752Ð6 299Ð9
Standard deviation 70Ð2 73Ð0/72Ð9 48Ð7/48Ð8
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for contiguity in time. (Note that non-contiguity in time
means that the rows in the data matrix are not contiguous,
but, of course, the input variables like REt�2, REt�1, REt,
etc. are always contiguous in time.)

Sieve catchment

The second case study addressed the Sieve catchment.
Sieve is the tributary of the Arno River (Figure 3) and
is located in the Central Italian Apennines, Italy. The
basin covers mostly hills, forests and mountainous areas
except in the valley with an average elevation of 470 m
above sea level. The cathcment has an area of 822 km2. A
problem of short-term flow forecasting (1 and 3 h ahead)
was posed.

For Sieve catchment, 3 months of hourly runoff dis-
charge, precipitation and potential evapotranspiration
data were available (December 1959 to February 1960),
which represent various types of hydrological conditions.
The discharge data were available at the closure section
of Fornacina. The spatial average of hourly rainfall from
11 raingauge stations was calculated by Thiessen poly-
gon method and hourly evapotranspiration data were cal-
culated using radiation method (Solomatine and Dulal,
2003). The Arno basin that includes the Sieve catchment
has been extensively studied in various modelling exer-
cises (Todini, 1996; Marsigli et al., 2002). In a recent
study Solomatine and Dulal (2003) compared the perfor-
mance of a number of data-driven rainfall–runoff models
using ANNs and M5 model trees.

Visual inspection of a number of rainfall events
makes it possible to approximately identify the time
lags between several peak rainfall and runoff, which is
between 5 and 7 h. Additional analysis of lags was per-
formed using the average mutual information and cross-
correlation analysis of rainfall and runoff (Solomatine and
Dulal, 2003). The cross-correlation between the rainfall
and runoff is increasing with the lag, reaches maximum
(0Ð75) when the lag is 6 h and then starts decreasing
(Figure 2b). Such analysis helps in choosing the lags for
effective rainfall so that the corresponding time range
would permit to take into account rainfalls taking place
far from the point where runoff is measured. After some

Figure 3. Sieve catchment. Triangles show the rainfall stations; the flow
is measured at the Fornacina gauge station

experiments it was decided to use six lagged values of
REt.

Choosing the number of the lagged discharges was
based on analysing its autocorrelation which is 0Ð989
for 1-h lag and drops as the lag increases. After several
experiments two lagged values were left for the final
models.

Two models were built: to predict flow at one time
step ahead QtC1 (with eight inputs), and at three-time
steps ahead QtC3 (with six inputs):

QtC1 D f�REt, REt�1, REt�2, REt�3,

REt�4, REt�5, Qt�1, Qt� �9�

QtC3 D f�REt, REt�1, REt�2, REt�3, Qt�1, Qt� �10�

(These sets of inputs were selected after a number
of experiments with various combinations of variables,
including moving averages of effective rainfall.)

In making the decision on how to perform the split
into the training and test set, the same considerations as
given for the Bagmati case study were applied. As it has
been mentioned earlier, the split that is conditioned by the
necessity of having contiguous data in the test set and it is
quite traditional for many hydrological studies. In spite
of the fact that the data series covers only 3 months,
several rainfall events could be identified, as well as the
corresponding low- and high-flow conditions. The split
was made in such a way that both low-flow and high-flow
conditions were included into the both data sets. Records
between 13 December 1959, 7 : 00 p.m. and 28 December
1959, 12 : 00 a.m. were used to form the training data set,
and the first 300 records (1 December 1959, 07 : 00 a.m.
to 13 December 1959, 6 : 00 p.m.) comprised the test data
(for both forecasting horizons).

MODELS SET UP

Lazy learning or IBL

For IBL algorithms one of the main parameters is the
number of nearest neighbours. In the present study, exper-
iments were carried out with 1, 3, 5 and 9 numbers of the
nearest neighbours (the latter number is the upper limit
in Cubist software). For distance-weighted k-NN imple-
mented in Weka software (further abbreviated as IBK),
the first two weight functions shown in Equation (4) were
used. For locally weighted regression, apart from these
two functions, the Gaussian kernel function was used as
well.

Eager learning

For comparison purpose different types of eager learn-
ing methods such as model trees of Weka and Cubist
software and ANNs were used as well. Cubist implements
a proprietary software realization of the M5 algorithm of
Quinlan (1992): it builds rules based on M5 model trees
and these model will be referred to as MT(C). Note that
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MT and MT(C) present basically the same M5 model tree
algorithm, but they are implemented slightly differently
in the software packages. In model tree default pruning
factor (it is the only one parameter that controls the com-
plexity of the model and hence the performance) of two
was considered.

In ANNs, multi-layered perceptron (MLP) network
trained by the Levenberg–Marquardt (Haykin, 1999)
optimization method algorithm was used for Bagmati
data because of its fast convergence. The hyperbolic
tangent function was used for the hidden layer with
linear transfer function at the output layer. The number
of epochs was set to 500. One hidden layer with four
hidden nodes was used. The values for learning and
momentum rates were set to 0Ð1 and 0Ð7, respectively. For
Sieve data, the results obtained by Solomatine and Dulal
(2003) were presented. They used the backpropagation
algorithm with momentum rule for 5000 epochs and
training was stopped when the mean squared error (MSE)
reached threshold of 0Ð0001. Their ANN was composed
of one hidden layer with six hidden nodes for 1 h
ahead prediction, and five hidden nodes for 3 h head
prediction.

Composite model

A composite model (Quinlan, 1993) combining rules
from an eager learning method (model tree) and lazy
learning method (k-NN) was used as well. The number
of neighbours was set the same as that of IBL methods
(Table II).

EXPERIMENTAL RESULTS AND DISCUSSION

Time needed for model development and execution

Model development time for the DDMs was approx-
imately the same and was only several hours for each
of the models considered. However, the results of the
data analysis and data preparation performed during the
previous studies were used, which for one catchment
may take several days. We used a PC with the Pen-
tium III processor running at 600 MHz. Training of
ANN takes typically from 5 to 30 min, of MT—only
4 s. Execution time on verification data set is negligi-
ble (less than 0Ð5 s for both models). IBL algorithms
in execution needed from several seconds to several

Table II. Models set up

Methods Parameters of methods

IBK k D 1, 3, 5, 9; linear and inverse weight
functions

LWR k D 1, 3, 5, 9; linear, inverse and Gaussian
kernel weight functions

ANN FFBP, learning rate D 0Ð1, momentum D 0Ð7
MT Pruning factor D 2
MT(C)
Composite k D 1, 3, 5, 9

minutes, depending on the size of the data set. The
development and execution time of DDMs is approxi-
mately similar to that for the conceptual lumped hydro-
logical model, and it is much smaller than the devel-
opment time of the distributed hydrological models
needing a lot of effort in data collection and setting
it up.

Results

Bagmati catchment. For this catchment the results
reported by Shrestha (2003) on hydrological concep-
tual modelling with Sugawara’s Tank model (Sug-
awara, 1995) and ADM model (Franchini, 1996) both
run in simulation mode without updating were also
included. The conceptual models were calibrated using
GLOBE software for global optimization (http://www.
datamachine.com). Two data sets were used to predict
flow at 1 day ahead (QtC1) with the same sets of input
attributes. The first experiment involved the original data
set. Further, all these models were built for the random-
ized training set to ensure the statistical proximity of the
training and test sets, as adopted in most machine learning
studies.

Table III compares the results of IBL methods with
other data driven methods and conceptual models. LWR
and IBK gave the best performance as compared to the
other DDMs. Their performance is comparable for the
original data set, but LWR is superior when training
set was randomized. If compared to the conceptual
models the performance of the DDMs is not satisfactory;
note, however, that the conceptual models are run in
simulation and not in predictive mode. The results were
also compared with naRive (no-change) prediction which
represents a good bottom line benchmark against which
one step ahead prediction can be measured. It is seen
that RMSE of naRive model is higher than those of IBL.
Comparing the performance of IBL methods to different
weight functions it was observed that LWR with Gaussian
kernel function and IBK with inverse distance gave best
performance. The performance of the IBL methods is
also compared with different numbers of neighbours and
found that nine numbers of neighbours gave the best
performance. The results shown in Table III and Figure 4
are using nine numbers of neighbours for IBL methods
(LWR with Gaussian kernel weight function and IBK
with inverse distance) and five numbers of neighbours
for composite model.

Figure 4 shows the comparison of various instance-
based learners. The accuracy of the IBK, LWR and
composite models are comparable, except for some
points. In a number of occasions all models are late in
reacting to the sudden increase of rainfall, but note that
the highest peak is predicted very well. Figure 5 shows
the scatter plot of the observed and predicted discharges
by the three models for randomized data. The overall
accuracy of all models, given the fact that the areal
average (not distributed) rainfall was used as input, is
quite satisfactory.
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Table III. Comparison of model performance in terms of RMSE
for Bagmati data sets

Methods Original Randomized

Training Testing Training Testing

Tank model 149Ð2 105Ð9 — —
ADM model 101Ð7 93Ð0 — —
ANN 93Ð4 111Ð4 101Ð9 110Ð6
MT 109Ð3 112Ð6 106Ð5 113Ð8
LWR 87Ð4 108Ð3 87Ð7 102Ð3
IBK 36Ð9 107Ð1 37Ð3 121Ð9
MT(C) 104Ð5 117Ð9 102Ð7 111Ð3
Composite 89Ð6 110Ð8 86Ð5 117Ð2
naRive 209Ð94 141Ð4

Note: Italic type indicates the minimum value of RMSE for each data
set.

Figure 5. Scatter plot for performance of instance-based learner on test
set of Bagmati randomized data

In order to give an idea of the structure of rules gen-
erated by MT(C) model (Cubist software) on the basis
of the built M5 model tree, the three rules (out of nine)
are presented later. The algorithm splits the data set into
subsets (the number of examples is given in parentheses)
and builds linear regression models for each of them. In
fact, the splitting into such subsets often has a reason-
able hydrological interpretation of representing various
types of hydrological conditions—low flows, high past
precipitation and low current flow, high flows, etc.

1. If Qt � 222 then

QtC1 D 1Ð317 C 0Ð96Qt C 3Ð1 REt�1512 examples�

2. if REt � 15Ð56 and 222 � Qt > 40Ð1 then

QtC1 D 3Ð55 C Qt C 2Ð9 REt�553 examples�

3. if REt � 34Ð19 and 297 � Qt > 222 then

QtC1 D 71Ð687 C 0Ð68Qt C 1Ð3 REt

C 0Ð03Qt�1�137 examples�

Sieve catchment. For Sieve catchment, two models
were built: for 1 and 3 h ahead predictions of flow
(respectively QtC1 and QtC3). Table IV compares the per-
formance of various models using nine nearest neigh-
bours with Gaussian kernel weight function for LWR,
linear and inverse distance function for IBK. For QtC1,
MT(C) shows better performance than the other meth-
ods. For QtC3, ANN is the best (it is 9Ð53% more accurate
than MT and 11Ð02% more accurate than LWR). Figure 6
compares the three IBL methods. In predicting QtC1 all
of them are reasonably accurate, the best method being
the composite model with nine neighbours. The other
two methods (LWR and IBK) have higher errors on the
peaks. In predicting QtC3 the results are, understandably,
less accurate (Figure 7).

Uncertainty of forecasts

No demonstrable systematic bias was associated with
any of the presented methods. Statistical analysis of
forecasts’ uncertainty for the reported case studies was
addressed in a separate study and is presented by Shrestha
and Solomatine (2006).

Discussion

The performed experiments showed that the results of
IBL methods are comparable with those of other data
driven methods. Concerning the particulars of the model
structure, in LWR the Gaussian kernel function, and in
IBK (k-NN method) the inverse weighted distance were
the best choices.

Is it possible to make a universal judgement about
the appropriateness of this or that IBL method for
hydrological forecasting? The authors do not think so.
Any machine learning (data-driven) method can excel
on one data set and show a meagre performance on
another, and there are no universally applicable rules for
selection of the method that would be best in all cases.
For the presented experiments it can be said that the IBL

Table IV. Comparison of model performance in terms of RMSE
for Sieve data sets

Methods QtC1 QtC3

Training Testing Training Testing

ANN 5Ð826 5Ð175 13Ð55 11Ð3
MT 4Ð550 3Ð612 14Ð38 12Ð5
RT 10Ð29 10Ð574 12Ð94 16Ð5
LWR 9Ð097 10Ð67 12Ð56 12Ð7
IBK 12Ð56 12Ð70 17Ð57 13Ð7
MT(C) 4Ð525 3Ð215 13Ð42 13Ð9
Composite 4Ð674 3Ð350 13Ð30 14Ð6
naRive 10Ð545 6Ð661

Note: Italic type indicates the minimum value of RMSE for each data
set.
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Figure 6. Performance of instance-based learners on test set of Sieve data for 1 h ahead prediction (QtC1). The lower figures represent parts of the
test data zoomed at the peak discharge. The hourly data corresponds to the period from 07 : 00 1 December 1959 to 18 : 00 13 December 1959

Figure 7. Performance of instance-based learners on test set of Sieve data for 3 h ahead prediction (QtC3). The lower figures represent parts of the
test data zoomed at the peak discharge. The hourly data corresponds to the period from 07 : 00 1 December 1959 to 18 : 00 13 December 1959
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methods and the M5 model trees perform the “local”
modelling, i.e. they use models based on subsets of the
whole data set. In the presented hydrological problems
these methods have superior performance if compared
with the “global” methods where models are trained
on the whole data set (ANNs). In hydrological context
this may mean that the modelled processes consist, in
fact, of a number of different processes (e.g. resulting in
low, medium and high flows) each of which should, in
principle, be modelled separately.

The essence of using IBL methods for hydrological
forecasting is in following a simple idea: use the flow
value (or a function of several values) that resulted
from the similar hydrological situations in the past. In
this respect it is of utmost importance to choose the
relevant input variables which are properly lagged—this
is where the knowledge of hydrology of the catchment
comes into play and directly used in a DDM. Ideally, a
field investigation is needed to determine all hydrologic
properties of the catchment and use them in setting up the
model; however in this study this was not fully possible.
Work had to be carried out with the data available, and
this was only a brief physical description of the area and
the rainfall and runoff data. Based on the soil type data,
land use and topography of the catchment; it is possible to
make a judgement about the lag times, but such data was
not available. That is why the statistical analysis of the
interdependencies between rainfall and runoff was used
to determine the lags.

It is also important to stress that one of the features of
IBL is that it is possible for model users and decision-
makers to judge why and how a certain prediction is
made. The reason is that it is easy to find the nearest
neighbours of the new data vector. To illustrate this, an
example from the Bagmati data set is selected together
with the nearest neighbours and a prediction is made
by LWR and IBK (Table V)). It can be easily seen
that the prediction for day 4 July 1989 in high flow
season is based on the hydrological situation on days 14
September 1994, 14 July 1991 and 14 August 1993 when
the precipitation and flow records were similar (e.g. high

rainfall and high flows) to those observed on 4 July 1989
(see Figure 8). Similarly for the medium flow on 15 July
1989, prediction is based on the records on 6 August
1990, 23 June 1992 and 28 July 1990 and so on for
low flow on 16 August 1989. IBL approach makes the
prediction transparent and explainable.

CONCLUSIONS

The performed experiments with the selected case studies
showed that the IBL methods are comparable with the
other data driven methods: In the Bagmati case study the
accuracy of IBL methods are higher than that of the other
methods. In the Sieve case study M5 model trees (piece-
wise linear models) were better in predicting QtC1. The
performances of the DDMs has same order of magnitude
as the performance of lumped conceptual hydrological
model (tested only for Bagmati catchment).

Overall, the IBL methods appear to be accurate numer-
ical predictors and can be successfully used in forecast-
ing. Among the IBL methods, LWR is the most accurate
one, but the k-NN method deserves a credit as well. In
many cases it was found to be the second best, and only
marginally worse in accuracy than LWR. Its attractive
feature is that it permits to identify the instances (hydro-
logical events) in the past on the basis of which a very
simple (averaging) predictive model is built.

Dependency of the model accuracy on the choice of
various kernels for LWR and distance functions was
investigated. It was also noted that the use of the
inverse weighted kernel functions lead to the higher
computational time than in the case of using linear and
Gaussian kernels (linear weighting kernel function is the
fastest but inaccurate).

In the context of hydrological modelling, IBL and
modular models like M5 model trees can be seen
as a combination of “local” models, each responsi-
ble for forecasting in a particular region of the input
space—corresponding to a particular hydrological con-
dition. IBL, using the discharges resulting from the sim-
ilar past hydrological situations to compute the forecast,

Table V. Example of nearest neighbours of the three query points for Bagmati data

Point Date Attributes Prediction

REt REt�1 REt�2 Qt Qt�1 QtC1 LWR IBK

Query point 1 04/07/1989 80Ð5 33Ð6 1Ð2 576 434 1660 1496Ð6 1655Ð7
14/09/1994 88Ð1 30Ð0 7Ð1 525 390 1471

Neighbours 14/07/1991 86Ð3 19Ð1 0 583 339 1370
14/08/1993 93Ð2 21Ð9 1Ð3 673 439 2260

Query point 2 15/07/1989 33Ð5 39Ð1 0 974 832 548 848Ð3 566
06/08/1990 24Ð0 31Ð4 14Ð1 835 736 501

Neighbours 23/06/1992 29Ð2 36Ð6 5Ð3 717 586 705
28/07/1990 28Ð5 35Ð0 1Ð7 752 536 502

Query point 3 16/05/1989 0 1Ð6 2Ð7 17Ð7 19Ð9 16Ð4 17Ð73 13Ð4
07/02/1995 0 0Ð7 2Ð9 12Ð7 12Ð8 12Ð2

Neighbours 18/05/1992 0 0Ð8 2Ð8 20Ð7 30 14Ð3
29/03/1994 0 0 2Ð5 14Ð2 21Ð7 13Ð8
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Figure 8. Example of three nearest neighbours in the Bagmati data. (a) Three query points in the test data; (b) three nearest neighbours of the query
points in the training data. Square blocks in (b) are the three nearest neighbours of the query point represented by the square block in (a). Similarly
triangles are the nearest neighbours of the query point shown by the triangle shape in (a) and so on. The thick grey line represents the observed

discharge and the black line on the right and on the inverted axis show the rainfall

is dependent on the appropriate choice of the lagged
hydrological variables characterizing such conditions.
The hydrological characteristics of the catchment are
embodied in the set of input variables and in this sense
the DDMs cannot be considered “black-box” models.

IBL methods, together with the M5 model trees
(Solomatine and Dulal, 2003; Solomatine and Siek, 2006)
can be seen as important alternatives to statistical models,
non-linear methods like ANNs, and may play important
role in hydrological forecasting, complementing thus the
physically-based distributed models. They also have an
advantage of being more transparent than ANNs and
hence may be easier accepted by decision-makers.

The further directions of research are seen in
(1) extending the models types that are combined into
a modular model, and (2) considering the interpretable
hydrological events together with the simulation model
runs as inputs to IBL.
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